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Abstract:

A statistical downscaling technique based on artificial neural network (ANN) was employed for the estimation of local
changes on seasonal (winter, spring) precipitation and raindays for selected stations over Greece. Empirical transfer functions
were derived between large-scale predictors from the NCEP/NCAR reanalysis and local rainfall parameters. Two sets of
predictors were used: (1) the circulation-based 500 hPa and (2) its combination along with surface specific humidity and
raw precipitation data (nonconventional predictor). The simulated time series were evaluated against observational data
and the downscaling model was found efficient in generating winter and spring precipitation and raindays. The temporal
evolution of the estimated variables was well captured, for both seasons. Generally, the use of the nonconventional
predictors are attributed to the improvement of the simulated results. Subsequently, the present day and future changes on
precipitation conditions were examined using large-scale data from the atmospheric general circulation model HadAM3P
to the statistical model. The downscaled climate change signal for both precipitation and raindays, partly for winter and
especially for spring, is similar to the signal from the HadAM3P direct output: a decrease of the parameters is predicted
over the study area. However, the amplitude of the changes was different. Copyright © 2006 Royal Meteorological Society
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INTRODUCTION

Currently general circulation models (GCMs) remain the
most appropriate tool to estimate future global scale cli-
mate changes for an atmosphere enhanced with green-
house gases. Despite their unquestionable usefulness,
GCMs have been proved to be ineffective in simulat-
ing surface variables at the catchment-scale due to their
spatial resolution of a few hundred kilometers. This
mismatch-scale problem becomes more intense when a
study is focused on precipitation, which strongly depends
on subgrid-scale processes (Wilby and Wigley, 2000) and
on regions with complex and sharp orography (Schmidli
et al., 2005). The need for regional rainfall scenarios for
impact and hydrological studies leads to a wide devel-
opment of several downscaling techniques to bridge the
gap between the large-scale GCM information and local
scales.

These downscaling processes are divided into two
general categories: (1) dynamical processes, using phys-
ically based regional climate model (RCMs), and (2)
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statistical—empirical processes providing empirical trans-
fer functions to define and relate in a statistical way
the independent variable (predictors) with the dependent
variables (predictants). Many different statistical meth-
ods have been employed, such as: canonical correlation
analysis (CCA) (von Storch et al., 1993; Gyalistras et al.,
1994; Gonzélez-Rouco et al., 2000; Busuioc et al., 2001),
linear and multiple regression (Kidson and Thompson,
1998; Kilsby et al., 1998; Kysely, 2002), nonparamet-
ric models (Corte-Real et al., 1995), fuzzy logic neural
networks (Cavazos, 1997; Crane and Hewitson, 1998;
Trigo and Palutikof, 2001; Marzban, 2003; Knutti et al.,
2003; Tatli et al., 2004), and singular value decomposi-
tion (Busuioc et al., 1999; von Storch and Zwiers, 2001).

The main advantages of a statistical downscaling
approach are the limited computer time and computing
resources needed, the fact that they are applicable to
output data from different GCMs and that they can be
transferred in different regions (Goodess and Palutikof,
1998; Solman and Nunez, 1999; Timbal et al., 2003).
Also, in their latest study Goodess et al. (2006) noted
that an empirical downscaling technique could contribute
to the evaluation of the GCM or RCM skill with respect
to its ability to reproduce the predictor variables together
with its relationships with the predictants.
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In this study, a statistical downscaling model based
on an artificial neural network (ANN) is employed. Our
objective is to evaluate its skill in generating seasonal
precipitation totals and raindays in Greece to apply it
afterwards using the output data from a GCM for the
present (control run) and the future (scenarios) period
to estimate future climate changes. It is noteworthy that
the evaluation of precipitation data is quite complicated
owing to the fact that the precipitation regime in Greece
presents highly irregular behavior on both the spatial and
temporal scale (Maheras and Anagnostopoulou, 2003).
It is well accepted that the main physical and physico-
geographical factors controlling the spatial distribution
of precipitation over Greece are: the atmospheric circu-
lation, mountains in the west and east, the Mediterranean
Sea-surface temperature distribution, rehumidification of
the air masses crossing the Aegean Sea and land and sea
interactions (Xoplaki et al., 2000). Furthermore, the com-
plex orography, the valleys along which the air masses
are canalized and the large number of islands result in an
even lower predictability of precipitation from the direct
output of a coarse-scale GCM and the application of a
downscaling technique is considered to be essential for
the estimation of the changes of the aforementioned rain-
fall parameters in future climate conditions.

DATA AND METHODOLOGY

Data sets

The data employed in this study include daily pre-
cipitation data from 22 stations evenly distributed all
over Greece (Figure 1(a, b)) for the period 1958-2000.
These data series are complete without missing values.
The station data were checked for homogeneity with the
aid of the Alexandersson (1986) homogeneity test, on a
monthly basis and for each station separately. The results
of the test verified that the data of all of the stations are
homogeneous.

For the purpose of downscaling, large-scale predictor
fields from the national centers for environmental
prediction—and national center for atmospheric research
(NCEP-NCAR) reanalysis (Kalnay et al., 1996) were
employed. More specifically, daily values of 500 hPa,
700 hPa geopotential and 1000—500 hPa thickness daily
data were used, covering the European area from 30°N to
55°N and from 0° to 32.5°E with a spatial resolution of
2.5° x 2.5° for the period 1958—-2000. Also, daily surface
specific humidity and raw precipitation data (NCEP)
for a 24-point grid set were considered over Greece
(Figure 1(c)), with a spatial resolution of 2.5° x 2.5° for
the same time period. The use of the reanalysis data as the
large-scale predictors gives the researcher an advantage
in verifying the downscaling results against observational
data with minimal interference from uncertainties in the
simulated large-scale circulation (Salathé, 2003).

The HadAMS3P circulation (500 hPa, 700 hPa and
thickness (1000—-500 hPa), surface specific humidity and
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precipitation fields, for the same windows and res-
olution as the NCEP data, were used as inputs in
the ANN model to derive a present day scenario
of the seasonal precipitation in Greece. Initially, the
spatial resolution of the examined atmospheric model
was 1.25° lat x 1.875°long (STARDEX final report
(http://www.cru.uea.ac.uk/projects/stardex)). Afterwards,
the HadAM3P data, used in the study, were regridded to
match the NCEP grid with which the statistical down-
scaling model was trained (resolution 2.5° x 2.5°).

Except for a few changes in physical parameteriza-
tions, HadAM3P is similar to the Hadley Center model
HadAMB3H, which is described in detail by Jones et al.,
(2001). The resolution of the model is high to provide the
atmospheric response to the global sea-surface tempera-
ture (SST) and sea-ice changes. It also provides a more
accurate simulation of regional climate including Europe,
due to a doubling of resolution compared to previous ver-
sions of the model. The main improvements are: (a) a
more accurate simulation of the strength and position of
the north Atlantic storm track and (b) a more realistic
representation of clouds and atmospheric humidity with
consequent impacts on radiation and precipitation (Pope
et al., 2000; Jones et al., 2001). The control run data set
is available for the period 1960—1990.

Finally, the HadAM3P scenario data (2070-2100)
based on the A2 IPCC SRES scenarios (Cubash et al.,
2001), for the aforementioned parameters, are used as
predictors to the downscaling model to calculate changes
in seasonal precipitation and raindays in Greece being
attributed to changes in circulation, specific humidity and
raw precipitation in future climate.

Taking into account that summer rainfall in Greece is
insignificant and in some cases nonexistent, summer was
excluded from the study. Also, although the analysis was
carried out for all other three seasons, it was found that
the results and the performance of the model was infe-
rior in the case of autumn, in comparison to the other two
season and especially from winter. Therefore, the down-
scaling results refer to winter and spring precipitation.
Furthermore, this study was extended in analyzing and
evaluating our downscaling technique in simulating the
seasonal raindays, which were calculated from observed
daily precipitation data for a 0.1 mm threshold (Tolika
and Maheras, 2005).

At this point it is worth mentioning that a primer eval-
uation of the success of the HadAM3P in reproducing the
general features of one of the main predictors (500 hPa
geopotential heights) as well as precipitation and raindays
(predictants) in the study area was made by Tolika et al.,
2006; Tolika, 2006. As derived from the two studies, the
atmospheric model was able to capture and reproduce
satisfactorily the relationship between the atmospheric
circulation at the 500 hPa level and precipitation, the
links between the 500 hPa variability and the precipi-
tation variability, as well as the connections between the
precipitation data and circulation types over the Greek
area. So, one of the main requirements of all the statistical
downscaling methods for the development of scenarios,
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Figure 1. (a) Geographical distribution of the stations used in the study, (b) main regions in the Greek area and (c) selected grid points for the
NCEP and GCM data.

which is the occurrence of a strong relationship between
the predictors and the predictants being reproduced by the
GCM, is being fulfilled. On the other hand, the model was
found less adequate to reproduce the seasonal precipita-
tion amounts and the seasonal raindays, directly from its
output owing to the coarse resolution of its data, which is
not able to sufficiently describe the structure of the earth
surface, especially for Greece, where the topography is
complex. Thus, the need for a downscaling application is
crucial.

The artificial neural net (ANN) downscaling model

One of the main advantages of using the ANN
approach to derive transfer functions between the

Copyright © 2006 Royal Meteorological Society

predictor and the predictants is that there is no need to
have a well-defined process for algorithmically convert-
ing the independent variables to the dependent ones. Only
a collection of representative examples of the desired
translation (calibration) would be enough for the ANN
model to adapt itself and reproduce the desired outputs
(Freeman and Skapura, 1991). According to Hewitson
and Crane (1996), the ANNs are analogous to multi-
ple regression but their nonlinear nature makes them
more efficient in finding and representing relationships
using noisy data. They proved to be effective in down-
scaling precipitation where there is a highly nonlinear
process that cannot be captured well by other meth-
ods. Their nonlinear characteristics do not need to be
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prespecified because the ANNSs search for the best possi-
ble relationship and they derive the best function between
the predictors and the predictants (Crane and Hewitson,
1998).

In the context of the STARDEX project (Maheras
et al., 2004; Kostopoulou et al., 2005; Goodess et al.,
2006), the authors have also applied different down-
scaling approaches, for example, multi-linear regression,
cross-validation or CCA models. So, in the present
case, one of the main objectives was the use of a
different and more sophisticated approach such as the
ANNSs for the simulation of precipitation. Moreover, it
was considered that a stochastic approach (e.g. autore-
gressive moving average) could provide satisfactory
results for the development of rainfall scenarios (Kout-
sioukis et al., 2006). However, this kind of technique
is not recommended for downscaling purposes and it
can provide predictions for only a short period, with-
out the use of GCM data. Since the main scope of
the study was the analysis of a statistical downscal-
ing model for precipitation scenarios and for a much
longer period (2070-2100), the ANN model was pre-
ferred.

The ANN Model used in this study is based on the
‘quickprop’ algorithm created by Scott Fahlman using
Common Lisp and then translated into C by Terry Regier
(University of California, Berkley). This algorithm is
described in detail by Fahlman (1988). The model adopts
a feed-forward configuration and its learning process
is based on the back-propagation method (Wasserman,
1989). After having constructed many configurations for
this neural network, it was concluded, on a trial and
error basis, that the best results were obtained with only
one hidden layer, and the optimal number of its nodes
was found to be 12 (Figure 2). More specifically, the
identification of the best nodes number was done using

.................................................
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different time periods, attempting various sensitivity tests
examining both the correlations and the mean values
of the simulated time series. It was found that when
the whole time period was used both for training and
validation, the model provided ‘factitious’ results. The
mean simulated values were almost identical to the
observed mean values, but the correlations between the
observed and the simulated time series were very low
and in some cases even negative.

The 500 hPa geopotential heights were chosen pri-
marily as the independent variable (predictor). Experi-
mentation showed that the ideal spatial window, which
would describe the atmospheric circulation that affects
precipitation conditions in the study area but would
not add noise to the data set, is 0°—32.5°E and
30—-55°N. The ANN model is then applied to the years
1958—-19784 1994-2000 considered as one period (cal-
ibration period) while the intermediate years 1979—-1993
were used for the validation of the model results (val-
idation period). This choice was made for compati-
bility with the perfect boundary conditions (Goodess
et al., 2006). It should also be noted that the afore-
mentioned periods (calibration—validation) were selected
in the context of the STARDEX project and were
employed in all the publications derived from that
project (http://www.cru.uea.ac.uk/projects/stardex, Good-
ess et al., 2006; Haylock et al., 2006). Although the use
of 15 years as a validation period is quite short, given the
available time series it was not possible to use a longer
validation period.

Before the training process begins, the weights (w)
were initialized to a small number using a random seed
generator. The NET signal (1):
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Figure 2. The artificial neural network model used in the study.
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is processed by the transfer (activation) function (2)

1
FINET) = 1 +exp(—NET) @

to produce the output signal. This transfer function is
a ‘sigmoid function’ with values ranging between 0
and 1. Therefore, the target vector of the predictants is
‘normalized’ taking values between these limits to be
compared with the F(NET) signal. The error between
the predicted output (F(NET)) and the target vector is
estimated using the RMSE (root mean square error, (3)):

Z(F(NET) —t arg etvector
RMSE = N

3

This calculated error is then back propagated and the
weights are determined again to minimize the error in
the next ‘training year’. This procedure ends when the
error reaches a minimum value.

Performance criteria

Four performance criteria were selected to evaluate
the skill of the downscaling model to reproduce seasonal
precipitation and raindays: the Spearman-rank correlation
coefficient (of the simulated and the observed data), the
RMSE between the observed and the simulated data and
the mean and standard deviation differences between
the two series (Goodess et al., 2006; Kostopoulou et al.,
2005). These criteria were calculated on a seasonal basis
for each station during the validation period 1979-1993.

Selection of the predictors

An attempt was made to find other appropriate pre-
dictors, which aimed at the improvement of the simu-
lated precipitation and raindays results of the downscaling
model. Wilby and Wigley (2000) presented a comparative
study on the predictors used for downscaling of precip-
itation — there is no rule for that selection as it depends
on the decision of each researcher. The circulation-
based predictors are the most commonly used, such as
geopotential fields at different levels (500 hPa, 700 hPa),
1000-500 hPa thickness field, the sea level pressure
(SLP) and specific humidity near the surface (SH) (Cava-
zos, 1997; Crane and Hewitson, 1998; Busuioc et al.,
1999; Gonzélez-Rouco et al., 2000; Trigo and Palutikof,
2001; Tatli et al., 2004).

Other researchers (Widmann and Bretherton, 2000;
Widmann et al., 2003; Salathé, 2003; Schmidli et al.,
2005) support that large-scale precipitation, as derived
from reanalysis data or from a GCM, could serve as
one of the main predictors in the statistical precipi-
tation downscaling. Moreover, Schmidli et al. (2005)
demonstrated that GCM precipitation integrates all rel-
evant large-scale predictors. Besides, downscaling meth-
ods based on GCM precipitation are likely to be less
sensitive to stationarity issues than conventional down-
scaling methods based on circulation-type predictors
Schmidli et al. (2005).

Copyright © 2006 Royal Meteorological Society
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Table I shows the predictors or sets of predictors
that were tested in this study. As mentioned in the
previous paragraph, we used the 500 hPa geopoten-
tial heights as the only predictor and then its combi-
nation with other circulation-type predictors (700 hPa,
1000-500 hPa thickness field). Afterwards, the principal
components analysis (PCA) was applied to the geopo-
tential heights as pre-processing of data to reduce the
dimensionality and to compress the complicated variabil-
ity of the original data (Cavazos, 1997). The scores as
derived from the application of the S-mode PCA unro-
tated were used in the statistical model. Also, surface
specific humidity was added as a predictor but only for
selected grid points nearest to each station used in the
study. Finally, raw precipitation data, again for selected
grid points, were used as a predictor combined with the
500 hPa scores and the specific humidity values. It should
be noted here that for the raindays simulation, the rain-
days as derived from the NCEP data set were used as a
predictor.

Those seven different sets of predictors were applied
in the downscaling model and the results were evalu-
ated using the performance criteria hierarchically ordered:
high correlation coefficients, low RMSE values, small
mean and standard deviation differences. The validation
period is 1979-1993.

The simulated results were analyzed separately for
each station but owing to limitation of space only the
station averaged values of the four evaluation criteria
are presented for the reproduction of winter precipita-
tion and winter raindays (Figures 3 and 4). Analogous
results were also found for spring. For mean and standard
deviation differences, their absolute values were averaged
so that positive and negative differences would not be
added together and give a false impression of the mean
differences.

As can be seen from Figure 3(a), Pred7 presents the
highest averaged correlation coefficient with a magnitude
that exceeds the value 0.7. The second highest corre-
lation coefficient value is observed using Predl while
the other predictors presented lower correlations. Con-
cerning RMSE (Figure 3(b)), again Pred7 was found
to be as the most suitable predictor, with the lowest
RMSE values, followed by Predl. The combination

Table I. The primary sets of predictors evaluated in the study.

Predictors Abbreviations
1 500 hPa Ps00
2 500 hPa + 700 hPa Ps00_700
3 500 hPa + (1000-500 hPa) thickness P500_thick
4 500 hPa scores + (1000-500 hPa) Ps00sc_thickse
thickness scores
5 500 hPa scores + SH grid Pso0sc_sH

6 500 hPa scores + 700 hPa scores + SH
grid

7 500 hPa scores+ SH grid +
Prec/raindays grid

Ps00sc_700sc_sH

PSOOsc _SH_prec/rd

Int. J. Climatol. 27: 861-881 (2007)
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(a) averaged correlation coefficients
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(b) averaged RMSE

1.0 100.0
0.9 1 90.0 4
0.8 1 80.0 1
0.7 1 70.0 1
0.6 1 60.0 4
0.5 1 50.0 4
0.4 1 40.0 4
0.3 1 30.0 {
0.2 1 20.0 1
0.1 1 10.0 {
0.0 4 0.0 4
Predt Pred2 Pred3 Pred4 Pred5 Predé Pred7 Predi Pred2 Pred3 Pred4 Pred5 Pred6 Pred7
(c) abs averaged differences (d) abs averaged stdev differences
45.0 80.0
40.0 1 70.0 1
35.0 1 60.0 1
o 50.0 1
23‘0 1 4001
15.0 1 30.0
10.0 4 20.0 1
5.01 10.0 1
0.0+

Predi Pred2 Pred3 Pred4 Pred5 Pred6é Pred7

0.
Predl Pred2 Pred3 Pred4 Pred5 Predé Pred7

Figure 3. The four performance criteria values for the seven primary sets of predictors, for precipitation in the case of winter. Predl = Psqo,
Pred2 = P500_700, Pred3 = Ps0o_thick, Pred4 = Psqosc_thickse,» Pred5 = Psoosc_sH, Pred6 = Psoosc_700sc_sH» Pred7 = Psposc_SH_prec-

(a) averaged correlation coefficients
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Figure 4. As in Figure 3 but for winter raindays.

of the geopotential field 500 hPa and the thickness
field (1000-500 hPa) (Pred3) gave the smallest aver-
aged differences and the simulation of the variabil-
ity of winter precipitation was better when 500 hPa
and 700 hPa scores with specific humidity (Pred6)
were used as predictors in the downscaling model
(Figure 3(c,d)).

In the case of the raindays reproduction (Fig-
ure 4(a—d)) it is obvious that Pred7 is the superior pre-
dictor since the simulated results returned the strongest
correlations with the observed data, the lowest RMSE
values and the smallest mean differences. Also the
simulation of the variability of the raindays time series
was satisfying.

Copyright © 2006 Royal Meteorological Society

Therefore, it was found that the combination of
500 hPa scores with selected SH and raw precipita-
tion/raindays grids is the most efficient predictor in gen-
erating local scale precipitation and raindays series in
the Greek area. Also, it must be noted that the perfor-
mance of the ANN model using as a single predictor the
500 hPa was quite satisfactory as Predl presented high
correlation coefficients and low RMSE values. Thus, it
was decided that these two predictors, one circulation
based (Pred1) and the other a combination of three param-
eters (Pred7) would be applied and analyzed analytically
in this study. Hereafter, the two sets of predictors will
be used with their abbreviations Predictor 1 = Psoy and
Predictor 2 = PSOOsc_SH_prec/rd-

Int. J. Climatol. 27: 861-881 (2007)
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RESULTS

Precipitation (validation period 1979—1993)

Figure 5 displays the correlation coefficients between
the observed and the simulated data, for each station, dur-
ing the validation period 1979-1993 for the two seasons.
During winter (Figure 5(a)), it becomes clear that the cor-
relation coefficients for both predictors are high. Regard-
ing Psgp, the correlation coefficients vary between 0.3
(Athens) and 0.9 (Agrinio, loannina, Kerkyra, Tripoli).
Using Predictor 2 (Psposc_sH_prec), the results improved
since higher correlation coefficients were found in 12
stations. In five stations the values of the correlation
coefficients remained the same, while in the rest of the
stations (five) they were smaller. Their values vary from
0.4 (Kozani) to 0.9 (Agrinio, Chania, Kalamata, Milos,
Skyros and Tripoli).

In spring, the correlations were smaller than in winter
but again the results using Psopsc_sH_prec WETE more satis-
fying: the values of the correlation coefficients increased
in 11 stations and they vary between 0.2 (Skyros) and 0.7
(8 stations). It should be mentioned that the employment
of Psgo resulted in correlation coefficients of 0.8 for two
stations (Agrinio and Mytilini) (Figure 5(b)).

Another way of assessing our model ability in repro-
ducing the seasonal precipitation was to examine the
temporal variability by averaging spatially the simulated
and observed results and by calculating the correla-
tion coefficients between the time series. According to
Figure 6(a) where the time series are displayed for winter,

867

the employment of both predictors reproduced very satis-
factorily the precipitation during the period 1979-1993.
The correlation coefficients between the simulated and
the observed data reach the values of 0.89 and 0.96,
respectively. In spring, the downscaled results yield also
quite high correlation coefficients (0.74 for obs-Psg, 0.80
for obs-Psoosc_sH_prec), but the simulated precipitation is
generally underestimated, especially when the Psyy is
used (Figure 6(b)).

Furthermore, Table II shows the differences, and the
percentage of differences (%), between the simulated and
the observed data for all stations. Negative differences
can be detected in winter for Psq, except for the stations
of loannina, Mytilini and Skyros, where precipitation
is overestimated (positive differences). None of these
differences were found to be statistically significant.
It is worth noting that when winter precipitation was
simulated using Psgosc_sH_prec, the reconstructed results
were overestimated for nine stations (positive differences)
while for the rest of the stations the differences remained
negative. The results were statistically significant for two
stations, presenting positive differences (Skyros (48%)
and Thessaloniki (49.4%)) and for the station of Kythira
(—13.8%) with negative differences.

During spring, the downscaling procedure using Psq
underestimates precipitation in all the stations. These neg-
ative differences are statistically significant for nine of
them. For the stations of Attica (Athens and Elliniko), this
underestimation reaches —39%  (Table II). The
Ps00sc_sH_prec Precipitation appears overestimated for ten

(a) Winter Correlation Coefficients Mean Precipitation
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Figure 5. Correlation coefficient values (sim-obs) for the two selected predictors, for winter and spring precipitation. Validation period 1979—1993.
Predictor 1 = P50 (striped bars), Predictor 2 = P5pgsc_sH_prec (gray bars).
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Figure 6. Observed (OBS) and simulated (Predictor 1, Predictor 2) spatially averaged precipitation over the 22 stations in the study in the case
of winter (a) and spring (b) for the validation period 1979-1993. The correlation coefficient values between the simulated and the observed data
as well as the slope values of each series are given in the box for each case.

Table II. Seasonal precipitation differences and percentage of differences (in italics) between the simulated and the observed data
(Sim-Obs) for each station for the two predictors for the validation period 1979-1993. The differences (shaded) are statistically
significant ones (Student’s ¢-test).

Winter Spring
Psoo Ps00sc_sH_prec Psg0 Pso0sc_sH_prec
Sim-Obs % Sim-Obs % Sim-Obs % Sim-sObs %
Agrinio —14.8 —4.6 —10.9 —34 —39.6 —-22.3 —20.3 —114
Alexandroupoli -3.0 —-1.8 —12.7 7.7 -9.5 -9.0 73.7 70.0
Argostoli —22.7 —-6.8 32.0 9.5 —21.3 —14.1 —28.0 —18.6
Athens —19.1 —14.3 —-9.7 —-7.2 —41.4 —39.0 —32.8 —-30.9
Chania —26.6 -89 44.7 14.9 —25.6 —224 —45.9 —40.1
Elliniko —22.1 —16.3 —18.0 —13.3 —39.6 —38.5 —334 —-32.5
Heraklio —11.6 -5.2 —-21.0 —94 -21.9 —-22.9 —33.6 —35.2
Ierapetra —42.5 —174 —25.8 —10.6 —10.6 —14.6 —-22.1 —-30.5
Ioannina 229 6.7 21.6 6.3 —58.7 —24.7 16.6 7.0
Kalamata =52 —1.6 —-32.9 —10.3 —45.7 —30.1 57.1 37.6
Kerkyra —04 —0.1 32.4 9.1 —28.7 —154 28.4 15.3
Kozani —4.8 —4.8 1.2 1.2 —20.3 —15.2 -52 -39
Kythira —353 —13.1 —373 —13.8 —34.9 —34.7 24 24
Larissa —19.3 —18.0 26.8 25.0 —-34.0 —28.2 56.0 46.5
Milos —124 =59 1.9 0.9 —27.7 —-31.6 —12.4 —14.1
Mytilini 232 7.9 —4.1 —14 —22.8 —17.0 51.1 38.2
Naxos —53.5 —26.9 -2.0 —1.0 —17.6 —244 -2.1 —-29
Rodos —26.8 -75 -37.5 —104 —33.1 —284 —34.0 —-29.2
Samos -32.9 -83 —-57.9 —14.7 —35.6 —24.2 —42.9 —29.1
Skyros 0.6 04 74.81 48.0 —18.1 —22.1 10.7 13.1
Thessaloniki -9.7 -95 50.2 49.4 —26.9 —-21.7 14.6 11.8
Tripoli —-26.9 -89 —-323 —10.7 —51.0 —28.6 8.2 4.6
Copyright © 2006 Royal Meteorological Society Int. J. Climatol. 27: 861-881 (2007)
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stations mainly in western and northern Greece. In the
rest of the stations, rainfall is underestimated. The results
were found to be statistically significant in eight stations.

Concerning variability simulation, the differences of
the standard deviation values showed that the model
employing both predictors did not to generate manage
the standard deviation of precipitation sufficiently during
the selected seasons (not shown). The differences are neg-
ative, suggesting that the variability of the simulated data
is significantly lower. However, it should be mentioned
that Psgosc_sH_prec presented better results (smaller st dev
differences) than Psq, in most of the stations. This could
also be reinforced by the fact that when the F-test (vari-
ance control at a level of significance o = 0.01) was
applied, the percentage of the stations with statistically
significant differences was much higher in the case of
Ps00.

Another measure of skill of the downscaling model
to reproduce the seasonal precipitation is the RMSE.
It is mentioned that the smaller the RMSE values, the
better the performance of the model. From the graphs in
Figure 7, it can be seen that the nonconventional method
(P500sc_sH_prec) improves the results in many stations since
smaller RMSE values were found. During both winter
and spring, 15 out of the 22 stations presented lower
RMSE than in the case of Ps.

Raindays (validation period 1979—1993)

The reproduction of the seasonal raindays for the
validation period was superior to the simulation of
the mean seasonal precipitation. Figure 8 depicts the
correlation coefficients between the simulated and the
observed raindays for all stations during the two seasons.
Both methods (Psop and Psgpsc_su_rg) Were very effective
in generating rainfall days during winter. The correlation
coefficient values exceed the magnitude of 0.8 in most
of the stations (Figure 8(a)). In spring, the results are
also quite satisfying; however, with lower correlation
coefficient values as compared to winter. In the case
of Psp, these values range from 0.4 to 0.8. Applying
Psposc_su_ra in the downscaling model, nine stations
presented higher values, another nine presented the same
correlation values and in only four stations were the
results worse (Figure 8(b)).

Concerning the temporal variability of the simulated
raindays during the validation period, it becomes obvi-
ous that in the case of winter both Psyy and Psgpsc sy rd
generate well the raindays time series (Figure 9(a)).
The correlation coefficients between the simulated and
observed series exceed the value of 0.9. Especially for
Pso0sc_sH rd» the two series are almost identical after
1986, while the Psgp raindays are underestimated. In
spring, both methods perform satisfactorily with correla-
tion coefficients 0.83(for Psyy) and 0.92 (for Psgpse_sH_rd)-
The Ps5pp method underestimates the spring raindays but
the variability of the simulated series resembles that
of the observed data. The Psggsc sy g method simu-
lates better raindays (Figure 9(b)). Also, the slope val-
ues demonstrate that the simulated series trend is in the

Copyright © 2006 Royal Meteorological Society
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same direction to the observed trend and their magni-
tudes are close to the observed ones, especially during
spring.

From Table III, which presents the differences and
the percentage (%) of these differences between the
simulated and observed raindays of each station during
the validation period, it becomes evident that the model
with Psop underestimates the observed values (negative
differences, an average underestimation —25%) while the
results are statistically significant in most of the stations.
In the case of Psgosc_sH_rd, the reconstructed raindays are
also underestimated in 14 stations while in the rest of
them a smaller overestimation is observed. In spring, an
underestimation of the Psyy simulated values becomes
evident with statistical significance in 12 of the stations
in the study. The results using Psopsc_sy ¢ Were found
improved (smaller differences) and only the station of
Ierapetra presented statistically significant differences (a
—31.7% underestimation).

Moreover, it can be noted that both downscaling meth-
ods generated lower variability than the observed one. In
both seasons, it is obvious that the Psypsc_sp_a method
manages to approach better the seasonal variability — the
calculated differences are smaller than in the case of Psg
in almost all stations.

The superiority of Psgosc_spg_rg in generating the rain-
days in the Greek area could be reinforced by the com-
parison of the RMSE values that have been computed
for both methods: for winter all of the stations in the
study presented lower RMSE values (better performance)
than the ones using Psgg. In spring, for more than half of
the stations (14 stations) the results have been improved
by applying the Psgosc_sy_ra to the downscaling model
(Figure 10(a—b)).

HadAM3P results for present day scenario
1960—1990-precipitation

In this section, an attempt is made to generate a
present day scenario using data from the atmospheric
GCM HadAM3P. The downscaling model was trained
for the period 1958-2000 with the aid of NCEP data
and afterwards it was applied using the GCM data
for the period 1960—1990 for both methods (Psqy and
P500sc_sH_prec)- The ability and the skill of the Had AM3P
in reproducing the links between the chosen predictors
and precipitation over the Greek region was assessed by
comparing the downscaled results to the observational
ones for the period 1960—1990.

The six composed maps on the first two columns
of Figure 11 depicts the differences between the pre-
dicted and observed seasonal precipitation of the period
1960—-1990 using both sets of predictors. Also Table IV
presents the percentage of the magnitude of these
differences. The application of Psgy in the ANN model
demonstrates that HadAM3P underestimates winter pre-
cipitation in the whole study region. The greatest neg-
ative differences are observed in western Greece and
the eastern Aegean Sea, areas that are characterized by
highest winter precipitation totals. These differences in

Int. J. Climatol. 27: 861-881 (2007)
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Figure 7. As in Figure 5 but for the seasonal precipitation RMSE values.
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Figure 8. Correlation coefficient values (sim-obs) for the two selected predictors, for winter and spring raindays. Validation period 1979—-1993.

_SH_rd (gray bars).

Predictor 2 = Psqqsc

»

Predictor 1 = P50 (striped bars)

the calculated differences vary from —1.4% (Milos) to

the aforementioned areas as well as in central continental

—27.1% (Skyros). The underestimation of winter pre-

Greece and in the northern Aegean Sea are statisti-

cipitation could be attributed to the fact that HadAM3P

cally significant (Figure 11 (al)). According to Table IV,
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(a) Winter Raindays
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Figure 9. As in Figure 6 but for seasonal raindays.
Table III. As in Table II but in the case of seasonal raindays.
Winter Spring
Ps00 Ps00sc_SH_rd Ps00 Ps00sc_SH_rd
Sim-Obs % Sim-Obs % Sim-Obs % Sim-Obs %
Agrinio -93 —26.8 —9.1 —-26.3 74 —-259 1.3 4.6
Alexandroupoli 2.7 —124 —5.4 —24.8 -3.7 —17.8 1.3 6.3
Argostoli —8.2 —22.0 —8.9 —-23.8 —4.5 —19.6 -29 —12.6
Athens —6.7 —26.7 1.0 4.0 —6.3 —-30.7 -0.9 —4.4
Chania —12.7 —-31.0 0.3 0.7 -39 —-21.5 -2.0 —11.0
Elliniko —6.6 —27.7 22 -9.2 —-5.9 —314 1.0 5.3
Heraklio —11.0 —29.8 1.7 4.6 —5.5 —30.8 —24 —134
Ierapetra —11.2 —33.0 3.8 11.2 —-5.5 —42.5 —4.1 —31.7
Ioannina —6.9 —20.3 -53 —15.6 —-5.8 —16.9 —-1.6 —4.7
Kalamata -72 —194 —4.8 —12.9 —-34 —14.2 0.0 0.0
Kerkyra —8.1 —22.1 —4.6 —12.6 —4.4 —164 0.6 2.2
Kozani —8.5 —34.9 5.7 234 -5.0 —17.7 -39 —13.8
Kythira —9.7 —274 —8.8 —24.9 —5.1 —29.8 3.5 204
Larissa -9.0 —34.6 —-15 -58 —5.8 —-21.6 0.1 04
Milos —74 —-25.1 —1.1 -3.7 2.7 —-21.2 -1.0 -7.9
Mytilini —6.1 —20.6 -2.7 —9.1 -33 —17.2 -3.6 —18.8
Naxos —8.6 —27.7 32 —10.3 —4.7 —-304 —-4.0 —25.9
Rodos —8.0 —-22.6 1.9 54 —4.6 —274 —-1.0 —6.0
Samos -84 —24.6 —4.3 —12.6 —5.1 —27.7 -3.0 —16.3
Skyros -33 —13.3 32 12.9 -32 —-21.9 0.8 55
Thessaloniki —-5.7 —24.2 -52 —22.1 -33 —12.3 0.2 0.7
Tripoli —12.3 —33.2 0.9 24 -7.3 —-23.5 -0.8 —-2.6

presents higher geopotential values at 500 hPa than
the corresponding NCEP data in the Greek area (not
shown). On the other hand, the use of HadAM3P SH

Copyright © 2006 Royal Meteorological Society

and precipitation (Psoosc_sH_prec) gave different results.
The negative differences (underestimation) are limited in
Peloponnisos and Crete, while a small overestimation is

Int. J. Climatol. 27: 861-881 (2007)
DOI: 10.1002/joc



872

K. TOLIKA ET AL.

(a) Winter RMSE Raindays

o N O OO 0 O
Agrinio EunatT

TN

TS

Argostoli FEESSSNNNE
Heraklio B
lerapetra

loannina RS
Kalamata

W

Mytilini
Rodos
Tripoli

Kythira
Larissa

Samos [nuuuT

Alexandroupoli

Predictor1 & Predictor? |

Thessaloniki

(b) Spring RMSE Raindays

8
7
6 7 o
7 | ] Z
| L | n
o = = 0 O 0O B O «© @ @ = @ @ O B T =
= © O ¢ ¥ = 5 c = s ©.E 0 0 0 o0 £ ©
£ 8 = ¢ = X = = @© HN = = X O o
S S 82SESTECE £t338852s ¢
fgpzomefsg §°22E884 3
o 2 7]
b [a Predictor1 @ Predictor2 | =
<

Figure 10. As in Figure 8 but for the seasonal raindays RMSE values.

noted in the rest of the country. The differences are sta-
tistically significant only for two stations, Larissa and
Tripoli (Figure 11 (a2)).

During spring, the simulated precipitation using
HadAM3P Ps is slightly overestimated (small positive
differences) in the largest part of Greece. No statistically
significant differences were found (Figure 11 (bl)).
This overestimation may result from the fact that
the values of 500 hPa geopotential height of the
GCM are slightly lower than the NCEP ones in the
study area. The application of the downscaling model
with Psoosc_sH_prec Showed that the HadAM3P generally
overestimates the observed precipitation during the
period 1960-1990 (Figure 11 (b2)). The largest positive
differences were detected in northeastern Greece with
statistically significant differences for the station of
Alexandroupoli (18% overestimation, Table IV). In the
stations of northwestern Greece, the Ionian Sea and
in three island stations (Kythira, Samos, Skyros) of
the Aegean Sea, spring precipitation is underestimated
(nonstatistically significant negative differences).

The analysis of the differences in the variability
(standard deviation) of the simulated and observed
precipitation (st dev diff) revealed that the GCM
could not capture satisfactorily the variability of the
observed time series. The differences between the sim-
ulated and the observed st dev values are negative
for both the two seasons and for both predictors
(Ps00 and PSOOSC_SH_prec) (Figure 11 cl, c2-dl, C2)
This could be attributed partly to the fact that the
downscaling model could not generate successfully the

Copyright © 2006 Royal Meteorological Society

precipitation variability as it was concluded in the previ-
ous section.

HadAM3P results for present day scenario 1960—1990
raindays

The comparison of the downscaled raindays using the
HadAM3P data with the observed ones for the period
1960-1990 is presented in Figure 12, while the per-
centage (%) of the over or underestimation is shown in
Table V. Using Psq, it seems that the model underes-
timates the winter raindays in the whole study region.
Western Greece presents the greatest negative differences
(—17.2% in the station of Argostoli) and they are statisti-
cally significant mainly in the north, west and southwest
(Figure 12 (al)). Psgosc_su_ra gave quite different results:
The raindays are overestimated in the larger part of the
Greek area and especially in the south where the dif-
ferences are statistically significant (~12% Crete). Only
in southwestern Greece and in the island stations in
the northern Aegean Sea, the model underestimates the
raindays — statistically significant results for the stations
of Kalamata (—18.1%), Kythira (—15.1%) and Tripoli
(—13%) (Figure 12 (a2)).

In spring, both Psgy and Psgpse_su_q methods overesti-
mate the raindays but the positive differences are higher
in the latter case (Psqosc_sg_ra), presenting statistically
significant results in many stations. In the island sta-
tion of Milos, the percentage of this overestimation is
32.4% (Table V). On the other hand, regarding Psq only
two stations presented differences that are statistically

significant, those of Agrinio and Mytilini (Figure 12
(b1,b2)).
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Figure 11. Precipitation and standard deviation differences between the simulated and the station values (simulated — obs) with the GCM
predictors (Pred] = Psgo, Pred2 = P5gosc_sH_prec) for the period 1960—-1990 for winter and spring. The negative differences are represented by
white circles and the positive ones by black circles. The shadowed areas are the statistically significant ones (Student’s z-test).

In an attempt to evaluate the ability of the GCM
to reproduce the variability of the seasonal raindays,

it was found that

the HadAM3P underestimates the

standard deviation values both in winter and spring. It is
worth noting that in the case of Psgosc_su_rq the negative
differences are greater in absolute values, suggesting
that the underestimation of the variability is higher

Copyright © 2006 Royal Meteorological Society

as compared to the Psoy case (Figure 12 (cl, c2 —dl,
d2)).

HadAM3P results for the future scenario 2070—2100.
Precipitation — raindays

In this section, the changes in seasonal precipita-
tion and raindays are estimated for the future period

Int. J. Climatol. 27: 861-881 (2007)
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Table IV. Observed and simulated seasonal rainfall amounts using the HadAM3P control run for the period 1960—1990 for the

two sets of predictors. The columns in italics present the percentage of the differences (%).

Winter Spring
PS()() PS()()SC_SH_prec PS()() PS()()sc_SH_prec
Obs C. % C. % Obs C. % C. %

run Diff Run Diff run Diff run Diff
Agrinio 387.2 3234 —16.5 390.5 0.9 175.2 182.3 4.1 179.5 2.5
Alexand. 208.8 169.3 —18.9 249.5 19.5 127.2 135.3 6.4 150.1 18.0
Argostoli 423 334.1 —-21.0 427.6 1.1 161.1 164.5 2.1 138.0 —14.3
Athens 160.7 138 —14.1 163.7 1.9 85.2 94.7 11.2 94.2 10.6
Chania 322.7 295.2 -85 322.0 —-0.2 122.9 118.3 —3.7 129.2 5.1
Elliniko 160.7 138.6 —13.8 156.1 -2.9 87.4 93.6 7.1 83.1 —4.9
Heraklio 247 239.6 —-3.0 224.0 —-9.3 104.6 99.9 —4.5 108.7 3.9
lerapetra 295.5 238.7 —19.2 294.1 —-0.5 84.8 83.6 —14 85.8 1.2
Toannina 417.3 343.1 —17.8 447.8 7.3 247.4 256.2 3.6 241.9 2.2
Kalamata 361.8 335.6 -7.2 316.7 —12.5 143 146.2 2.2 153.8 7.6
Kerkyra 449.5 365.3 —18.7 457.3 1.7 198.2 207.5 4.7 197.6 -0.3
Kozani 121.8 102.2 —16.1 124.8 2.5 142.6 140.6 —14 138.6 -2.8
Kythira 287.3 265.3 -7.7 251.0 —12.6 97.2 95.8 —14 954 —-1.9
Larissa 124.2 105.4 —15.1 149.9 20.7 110.4 112.0 14 115.3 4.4
Milos 216.1 213.1 —14 227.1 5.1 82.5 91.0 10.3 87.2 5.7
Mytilini 366.6 314.1 —14.3 391.1 6.7 143.9 155.0 7.7 151.7 5.4
Naxos 198.4 169.5 —14.6 200.8 1.2 77.5 81.2 4.8 83.6 7.9
Rodos 421.7 359.5 —14.7 447.9 6.2 117.8 1334 13.2 118.8 0.8
Samos 461.8 372.5 —19.3 488.0 5.7 152.7 172.9 13.2 151.9 -0.5
Skyros 218.7 159.4 —27.1 231.4 5.8 89.8 94.1 4.8 89.3 —0.6
Thess. 125.5 107.1 —14.7 143.4 14.3 131.2 130.4 —-0.6 126.9 —-3.3
Tripoli 365.6 288.4 —21.1 288.1 —-21.2 168.8 178.0 5.5 177.5 5.2

Table V. As in Table IV but for seasonal raindays.
Winter Spring
Pso0 Ps00sc_sH_rd Ps00 Ps00sc_sH_rd
Obs C. % C. % Obs C. % C. %

run Diff run Diff run Diff run Diff
Agrinio 37.1 333 —10.2 36.9 —-0.5 26.3 28.9 9.9 32.1 22.1
Alexand. 28.1 23.5 —164 28.3 0.7 23.2 25.3 9.1 27.1 16.8
Argostoli 43.5 36 —17.2 45.1 3.7 239 26.7 11.7 27.3 14.2
Athens 28.2 25 —11.3 30.4 7.8 19.5 20.9 7.2 24.1 23.6
Chania 41.6 38.4 7.7 47.2 13.5 19.5 20.8 6.7 24.5 25.6
Elliniko 27 24.2 —104 29.8 104 18.5 19.5 54 23.4 26.5
Heraklio 36.8 35.8 -2.7 41.1 11.7 17.7 19.3 9.0 20.1 13.6
Ierapetra 34.9 31.7 -9.2 39.2 12.3 13.4 14 4.5 16 194
Ioannina 384 33.8 —12.0 39.6 3.1 34 36.2 6.5 40 17.6
Kalamata 41.9 37.7 —10.0 34.3 —18.1 24.8 26.5 6.9 29 16.9
Kerkyra 42.3 36.2 —14.4 42 -0.7 28.4 304 7.0 30.9 8.8
Kozani 26.3 22.8 —13.3 26.3 0.0 28 28.8 2.9 28.2 0.7
Kythira 38.5 33.2 —13.8 32.7 —15.1 17.3 18.4 6.4 20.1 16.2
Larissa 27 24.9 -7.8 30.6 13.3 24.8 27.7 11.7 26.3 6.0
Milos 314 29.7 —54 353 124 14.2 16 12.7 18.8 324
Mytilini 333 29.7 —10.8 33 —-0.9 20.8 23.6 13.5 19.7 —-5.3
Naxos 33.6 30.2 —10.1 36.3 8.0 16 17.6 10.0 15 —-6.3
Rodos 39.7 34.7 —12.6 43.1 8.6 17.9 194 8.4 18.6 3.9
Samos 36.8 33.5 —-9.0 40.8 10.9 19.5 21.9 12.3 22.1 13.3
Skyros 31.1 26.5 —14.8 29.2 —6.1 16.6 18.6 12.0 18.4 10.8
Thess. 28.7 23.6 —17.8 31 8.0 28 294 5.0 28.4 14
Tripoli 39.9 33 —17.3 34.7 —13.0 29.7 31.5 6.1 30.8 3.7
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Figure 12. As in Figure 11 but for the seasonal raindays.

2070-2100. These changes have been derived from the
indirect results obtained through the application of the
downscaling model. The differences between the scenario
and the control run were calculated using both approaches
(Psoo and Psposc_sH_prec/rd) and are compared to the sea-
sonal changes obtained directly from the HadAM3P
output.

Winter precipitation (Table VI, Figure 13) presents a
substantial decrease in the largest part of the Greek area
using both sets of predictors. More specifically, the Psg

Copyright © 2006 Royal Meteorological Society

results show that the greatest decrease will appear in the
southern parts of the country, while on the other hand,
northwestern continental Greece will experience a small
increase in the rainfall amounts. Using Psoosc_sH_precs
the greatest negative differences are observed in west-
ern Greece and in the eastern Aegean Sea and only
Crete presents a small increase. The higher amplitude
of the changes in Psopsc_sH_prec cOuld be interpreted par-
tially from the behavior of the predictors. The downscal-
ing model reproduced smaller future precipitation values
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when specific humidity and raw precipitation data were
used as predictors, in comparison to the simulated precip-
itation values found when 500 hPa geopotential heights
were used as the only predictor. Table VI depicts the
percentage of change predicted by the two downscaling
approaches.

The comparison of the above results with the respective
differences derived from the direct output of the GCM
(Figure 13 (a3)) shows that the downscaled model simu-
lates changes, which are in general in the same direction
as the HadAM3P ones (decrease of precipitation) but the
magnitude of the differences is not in accordance with the
simulated indirect results. The increase in the precipita-
tion amounts in northwestern Greece for the P5o9 method,
which are in contrast to the GCM results, suggests that
the changes in winter precipitation cannot be described
completely from the changes in the geopotential heights
at the 500 hPa level.

The downscaled results obtained in the case of spring
show that the model predicts a decrease of precipitation
with both approaches for the whole study area (Figure 13
(b1-b2)). The largest negative differences were found in
northwestern Greece and in the eastern Aegean islands
when Psq is used: for Samos ~—26% decrease of precip-
itation is predicted (Table VI). The aforementioned areas
as well as Crete will experience the greatest precipitation
decrease according to Psgosc_sH_prec. Similar to winter,
the GCM predicts a decrease in spring precipitation but

K. TOLIKA ET AL.

this time the amplitude of the differences is higher than
that of the downscaled results (Figure 13 (b3)). Although
the geopotential heights from the scenario present higher
values (~80 gpm) than the corresponding ones from the
control run this increase could not account for the repro-
duction of such low precipitation totals.

Figure 14 depicts the indirect and direct differences
(scenario-control run) for the future period 2070-2100
for seasonal raindays while Table VII shows the per-
centage of the predicted changes. In the case of winter,
discrepancies can be detected between the downscaled
and the GCM results. The downscaling model with Psqq
predicts a decrease in the number of raindays in the
Aegean Sea and mainly in Crete — in Ierapetra raindays
will decrease about —16%. On the contrary, in central
and western continental Greece a small increase in the
number of raindays is expected (Figure 14 (al)). This
change in raindays is almost identical to the predicted
future changes of winter precipitation. Using Psppsc_sH_rd>
the calculated differences show an increase of raindays in
western Greece and the central northeastern Aegean Sea.
In the rest of the country, raindays will decrease. The
greatest negative differences were found in the south-
west and in Macedonia (Figure 14 (a2)). The GCM
(Figure 14 (a3)) predicts a general decrease of the rain-
days in the study area, especially for the grid point in
Macedonia and Thessaly. The magnitude of the differ-
ences is higher than the downscaled results, mainly the

Table VI. Seasonal future (scenario) and present day (control run) precipitation amounts using the HadAM3P data for the two
sets of predictors. The columns in italics depict the percentage of the predicted change.

Winter Spring
Ps00 Ps00sc_sH_prec Psg0 Ps00sc_sH_prec
Scen. C. % Scen. C. % Scen. C. % Scen. C. %

run change run change run change run change
Agrinio 3324 3234 2.8 3425 3905 123 1713 1823 —6.0 166.7  179.5 —7.1
Alexand. 169.8  169.3 0.3 170.4 2495 =317 107.8 1353 =203 141.7  150.1 —5.6
Argostoli  326.0  334.1 —-24 3733 4276 127 1520 1645 —-7.6 131.7 138.0 —4.6
Athens 1199 138.0 —I3.1 158.7  163.7 —-3.1 84.2 947 —11.1 91.4 94.2 -3.0
Chania 215.0 2952 =272 3227 3220 0.2 116.1 1183 —-1.9 1152 1292 —10.8
Elliniko 126.1 138.6 —-9.0 151.5  156.1 -29 83.2 93.6 —11.1 82.2 83.1 —1.1
Heraklio 1894  239.6 -21.0 2248 2240 04 97.3 99.9 —-2.6 93.1 108.7 —144
Ierapetra 197.3 2387 —17.3 295.0 294.1 0.3 75.2 83.6 —10.0 78.6 85.8 —8.4
Ioannina 340.0 343.1 -09 3985 4478 —11.0 221.6 2562 —135 230.1 2419 —4.9
Kalamata 3419  335.6 1.9 2555 3167 —193 1409 1462 -3.6 154.1  153.8 0.2
Kerkyra 369.6 3653 1.2 398.6 4573 —128 182.6 2075 —I12.0 186.7 197.6 =55
Kozani 1039 1022 1.7 904 1248 =276 138.0 140.6 —-1.8 1244 138,66 —10.2
Kythira 2335 2653 120 230.3  251.0 —-8.2 87.8 95.8 -84 102.5 95.4 7.4
Larissa 1043 1054 —1.0 1283 1499 —144 1124 112.0 04 1048 1153 —9.1
Milos 1833 2131 —14.0 2233 227.1 —-1.7 79.3 91.0 —129 85.7 87.2 —-1.7
Mytilini 2929 314.1 —6.7 2663 3911 319 1264 1550 —185 1394 1517 -8.1
Naxos 1498 1695 —11.6 196.2  200.8 -23 62.9 812 =225 76.3 83.6 —-8.7
Rodos 3557 3595 —1.1 4125 4479 -7.9 101.2 1334 241 102.7 1188 —13.6
Samos 3579 3725 -3.9 4489  488.0 -8.0 1285 1729 =257 128.0 1519 —-157
Skyros 1292 1594 —18.9 146.5 2314  -36.7 72.2 94.1 =233 82.0 89.3 —8.2
Thess. 109.2  107.1 2.0 1093 1434  -238 1193 1304 -85 1135 1269 —10.6
Tripoli 256.1 2884 —11.2 241.8 288.1 —I16.1 162.6  178.0 —-8.7 171.9 1775 —-3.2

Copyright © 2006 Royal Meteorological Society
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Table VII. As in Table VI but for the seasonal raindays.

Winter Spring
Ps00 Ps00sc_SH_rd Ps00 Ps00sc_SH_rd
Scen. C. % Scen. C. % Scen. C. % Scen. C. %

run change run change run change run change
Agrinio 35 333 5.1 39.2 36.9 6.2 26.6 28.9 -8.0 31.3 32.1 2.5
Alexand. 232 23.5 —-1.3 323 28.3 14.1 19.9 253 -21.3 26.4 27.1 —-2.6
Argostoli 342 36 -5.0 48.1 45.1 6.7 21.2 26.7 —20.6 26.1 27.3 —44
Athens 23 25 —-8.0 30.2 304 -0.7 19.1 20.9 —-8.6 23.7 24.1 —-1.7
Chania 33.9 384 —11.7 46 47.2 =25 17.5 20.8 —159 22.6 24.5 -7.8
Elliniko 22.4 242 —74 29.9 29.8 0.3 17.9 19.5 —-8.2 23 23.4 —-1.7
Heraklio 32 35.8 —10.6 40 41.1 -2.7 16.5 19.3 —14.5 18.9 20.1 —6.0
Ierapetra 26.7 31.7 —158 38.9 39.2 -0.8 11.6 14 —17.1 15.1 16 -5.6
Ioannina 35.2 33.8 4.1 429 39.6 8.3 33.1 36.2 -8.6 38.8 40 -3.0
Kalamata 37 37.7 —-1.9 29.3 343 —14.6 24 26.5 —94 24.6 29 —152
Kerkyra 36.7 36.2 14 45.8 42 9.0 25.7 30.4 —155 29.7 30.9 -39
Kozani 22.6 22.8 —-0.9 20 26.3 —24.0 28 28.8 2.8 254 28.2 —-9.9
Kythira 29.4 332 —114 26 32.7 -20.5 16.1 18.4 —12.5 17.9 20.1 —10.9
Larissa 25.6 24.9 2.8 26.5 30.6 —134 249 27.7 —10.1 224 26.3 —14.8
Milos 27 29.7 —-9.1 34.8 353 —14 12.9 16 —194 18.8 18.8 0.0
Mytilini 28.7 29.7 —34 36.6 33 10.9 18.3 23.6 —22.5 19.2 19.7 -2.5
Naxos 27.1 30.2 —-10.3 36.6 36.3 0.8 14.1 17.6 —-19.9 14.7 15 -2.0
Rodos 314 34.7 —-9.5 422 43.1 —-2.1 15.3 19.4 —21.1 18.3 18.6 —-1.6
Samos 32.1 335 —4.2 39.9 40.8 —-2.2 16.5 21.9 —24.7 20.6 22.1 —-6.8
Skyros 233 26.5 —12.1 33 29.2 13.0 144 18.6 —22.6 17.8 184 —-3.3
Thess. 23.8 23.6 0.8 25.7 31 —17.1 27.1 29.4 -7.8 24.9 28.4 —12.3
Tripoli 31.6 33 —4.2 29.5 34.7 —15.0 29.2 31.5 -7.3 28.6 30.8 —7.1

ones derived using Psq, probably resulting from the small
sensitivity of the 500 hPa geopotential heights to green-
house forcing.

While for spring HadAM3P predicts a strong decrease
of raindays of 5-13 days throughout the future period,
the statistical model predicts smaller changes as with the
same sign with the GCM (decrease of raindays, Figure 14
(b1-b3)). The Psyy application gave differences that
reach the value of —5 raindays in western and eastern
Greece. The differences found using Psgps._sy_ra are even
smaller (—4 raindays in Peloponissos and Thessaly).

CONCLUSIONS AND DISCUSSION

In the present study, a statistical downscaling model
based on the ANN approach was constructed to find
empirical relationships between large-scale variables
(predictors) and observational precipitation and raindays
(predictants) over the Greek area, for winter, spring and
autumn (not presented). As a first step a circulation-based
predictor was chosen —500 hPa geopotential heights
(NCEP reanalysis data) — and the results of the down-
scaling model were evaluated against station data. The
model was trained for a period of 27 years (1958—1978
to 1994-2000) and validated for the intermediate period,
1979-1993. The performance of the downscaling model
was assessed by means of correlation coefficient values,
RMSE values and mean and standard deviation differ-
ences.

Copyright © 2006 Royal Meteorological Society

It was found that the ANN approach was able to repro-
duce satisfactorily the observed parameters for winter
and spring (high correlations). In the case of autumn
the model’s effectiveness was found to be poor and the
results were moderate and less accurate, especially in
comparison to winter results, so they were not presented
in the current study. This could be attributed to the fact
that the atmospheric circulation during the winter season
is more intense, less variable and plays a more predomi-
nant role in precipitation than other smaller factors, such
as convection or topography. Furthermore, the 500 hPa
field produced by the model appears to have such large
variability as compared to the other seasons that the
simulation of autumn precipitation is far more difficult
(Maheras et al., 2004).

The difficulty in reproducing autumn precipitation was
also noted in the Maheras ef al. (2004) study where a
statistical downscaling technique based on a circulation
type approach was applied. The downscaling technique
was found to be weak in capturing well the natural
variability of the observed time series (underestimation of
the standard deviation values), suggesting that it is unable
to generate the extreme precipitation events (Wilby et al.,
1998; Maheras et al., 2004). However, its performance in
reproducing the evolution time of the series was very high
(for winter and spring).

The reproduction of the actual magnitudes of the
precipitation total and the number of raindays varied from
station to station and from season to season. Although,
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the spatial coherence of our results would be preferred,
the sharp and complex orography of the Greek area,
including mountainous areas and numerous islands, lead
to a relative random distribution of positive and negative
differences. Despite this fact, especially in the case of
winter the results demonstrate some spatial coherence
where areas with positive and negative differences are
quite well distinguished.

The differences between the simulated and the
observed precipitation totals are in some case quite large;
however, previous studies based on ANNs demonstrated
similar or even larger differences in other regions
(Cavazos, 1997). This could be attributed to both on the
complexity of the methodology and the variability of the
precipitation regime. Generally, the raindays were better
reproduced than the seasonal precipitation, which could
be attributed to the fact that the occurrence of rainfall
(raindays) is more strongly correlated to the 500 hPa
circulation than the actual precipitation values (Maheras
and Anagnostopoulou, 2003).

Comparing the Maheras et al. (2004) circulation type
based approach with the ANN approach, which were
validated for the same time period and for the same data,
it can be concluded that the neural network approach
presented higher correlations and lower RMSE values.
On the other hand, the circulation type approach was
found to be more suitable in simulating the actual
rainfall amounts and the variability of the time series
(smaller mean and st dev differences). Therefore, it is
suggested that there cannot be a clear recommendation
of which statistical downscaling method is the most
appropriate, since each one has its own advantages and
limitations.

According to Hewitson and Crane (1996) and Crane
and Hewitson (1998) the use of additional, alternative
predictors could make an impact on the final results
when ANN models are applied in a downscaling pro-
cedure. Thus, apart from the 500 hPa, two other pre-
dictors, surface specific humidity and raw precipitation,
were selected for specific grid points. Specific humidity
is considered to be a measure of the absolute moisture
content of the atmosphere. Also, combining raw pre-
cipitation data with circulation data as predictors would
include thermodynamic and fluid dynamic controls on
precipitation (Salathé, 2003). The addition of this set of
predictors to the ANN model revealed improved results
in most of the cases, with higher correlation coeffi-
cients, lower RMSE values and smaller mean and stan-
dard deviation differences. This is in agreement with
other studies where precipitation was used as a predictor
(Widmann et al., 2003; Salathé, 2003; Schmidli et al.,
2005) further confirming that simulated precipitation is
an appropriated predictor for the observational precipita-
tion.

Overall, since our downscaling procedure appeared to
be suitable in generating estimations of precipitation and
raindays series, mainly for winter and spring, the same
transfer functions were applied to present day (control
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run) and future scenarios from the atmospheric model
HadAM3P.

The results of the downscaling model using the GCM
predictor sets (Psop and Psoosc_sH_prec/rd) for the present
period (1960—1990) were found to be quite different.
For example, while using GCM Ps(y an underestimation
of winter precipitation was detected, and the GCM
P500sc_sH_prec Simulated overestimated rainfall totals in the
largest part of the country. Similar results were deduced
for the simulated raindays. This is not surprising since
the capability of the GCM to simulate realistically the
predictors should be taken into consideration. Different
sets of predictors could give different simulated results as
different GCMs may produce different results even if the
same downscaling procedure is used (von Storch et al.,
1993).

Finally, the changes in seasonal precipitation and rain-
days were estimated for the future HadAM3P scenario
based on the A2 IPCC experiment. The downscaled
results were compared with the direct results from the
GCM. Comparisons of this kind are meaningful when
the downscaling model is proved to be skilful and for a
reliable GCM (Busuioc et al., 1999). Generally, a good
agreement was observed between the scenarios obtained
from the GCM direct output and by downscaling. The
climate change signal for both precipitation and rain-
days, especially for spring, is similar for the GCM
and the downscaling model, predicting a decrease of
the parameters in the Greek area. However, the mag-
nitude of changes tends to be different. Although the
downscaling model was successful in using station data,
this does not constitute an affirmation that the results
obtained for different future climate conditions would be
always valid. Even though one of the most important
assumptions of any statistical downscaling technique is
the stationarity of the parameters used (Wilby, 1997),
there is no assurance that the relationship of the pre-
dictors and the predictants will not change in the future
(Maheras et al., 2004). In this sense, the downscaled
results should be interpreted cautiously (Charles et al.,
1999).

As a future work, the authors plan to incorporate
further large-scale predictors, which could contribute
to a more satisfying reproduction of the variability of
precipitation, as well as the improvement of the model
ability to better reproduce the actual rainfall values. Also,
our study will of the success improve the assessment the
downscaling model in simulating finer timescale data as
monthly or daily.
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